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S EVALUATION

The on—going program for the evaluation of parallel processing technology

using the STARAN Associative Processor showed the necessity for interfacing

other devices to STARSAN. The Data Manipulator and Mass Memory were two items

S identified as desirable adjuncts to the Associative Processor. To support

the interfacing of such devices, the STARAN I/O capability needed to be

defined and expanded. S

This effort developed a philosopy for providing wide bandwidth I/O

channels f o r  the STARAN machine.

S The proposed design philosophy will minimize the cost of interfacing

new devices without sacrificing I/O performance and simplify the future 
S

expansion of the parallel processing capability at R.ADC.

MURRAY KESSELMAN
Proj ect Engineer

i/il 

S

L 
55

• S S ’~~~~~~~~~~~~~~~~~ A



SUMMARY

OBJECTIV E

The objective of this project was to develop a comprehensive philosophy
of input/output ( I/O) for the STARA N* associative processor located at RADC .
This included the specification of existing interfaces and the design and speci- 

S

fication of a parallel i/o (PLO) capability compatible with the ove rall design
philosophy of the STARA N computer.

EXIS TING i/o CHANNELS

Gene ral

S Three i/o channels currently exist in the STARA N computer located at
RADC:

1. Buffered input/output (MO)
2. Direct memory access (DMA )
3. External function (EXF) S

The BIO and DMA channels were originally desi gned to be expandable; . 

S

that is , interface boards exist tha t supply the channe l signals for the device
and also repeat them for the next user. Therefore , no system design was 

S

required to allow easy interfacing to the BlO and DMA channels by external 
S

users.

810 Channel

‘
S The BlO channel allows external devices to access the STARA N control

memory. The MO control of reading and writing STARAN memory is iden-
tical to other STARA N elements accessing memory. All devices currently
connected to the BID channel of the STARA N at RA DC use the standard chan-
nd interface boards. The refore , an unused connection to the channel ex ists , S

and specification of the locations and pin-outs of all BIO signals was straight-
forward.

*TM Goodyear Aerospace Corporation , Akron , Ohio.
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DMA Channel

The DMA channel allows STARAN to read and write an external device. S

A device connected to the DMA channel is addressed as an integral part of 5

S 

STARA N control memory . The interface to the Honeywell Information Sys-

tem (HIS) 6180 does not use the standard DMA daisy chain boards to access

the channel; therefore, no unused DMA port exists at RADC. Because of
space limitations at the HIS 6 180 interface, it is anti~cipated to interrupt the
DMA channel nearer to its source. A set of interf ace boards would be in-
stalled to split the DMA channel into the existing channel and a port avail-
able for expansion. The location of DMA signals were specif ied as being at

the proposed interface boards.

EXF Channel

The EXF channel facilitates coordination among the different STARA N
S elements , provides for special functions, and s implifies housekeeping, main- S

tenance, and test functions. By issuing external function codes to the EXF S

logic , an external device can interrogate and control the status of any EXF S

element. The EXF channel was not desi gned to be expandable beyond the cur-

S 
rent system at RADC. Thus, methods were developed to allow external users 

S

to use the EXF channel.

S Based on the design of othe r interfaces that required the use of EXF ,
two channels were designed. The first is a complete channel where the ex-
te rnal device may eithe r be controlled via EXF codes or issue EXF commands S

or both. This channel would require the daisy chaining of 44 signals , which
can be accomplished on two boards. The second proposed EXF channel would S

require the external user to drive only one signal and receive two signals;
this channel would connect to a set of selectors that would pass a hard wired

code to the EXF channel. In this way, an external user would be able to issue

a single , fixed EXF code with a minimum of interconnections.

The detailed I/O specification covers the proposed interfacing methods
as well as the capabilities of the current EXF channels.

L
a
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PlO EXPANSION STUDY

General

GAG developed a parallel i/o (PlO) tha t provides the most flexible and

cost-effective method of interfacing various devices with the RADC STARAN

PLO unit. Three areas were covered as part of thiS P10 expansion investiga-
tion:

1. The first was to make a 1024-bit-wide path to the PLO

accessible to external user s.

2. The second covered the various methods of data distri-

bution to external devices.

3. The third dealt with the methods by which data transfe r

to external PlO users  can be controlled.

1024-Bit-Wide Data Path

Currently only 768 bits are available to periphe ral device s. There are
two restrictions to the problem of expanding this capability to a 1024-bit-wide

data path: (1) a physical maximum of 38 card slots is available f o r  this 1024-

bit-wide channel; (2) an interface between the 32-bit P10 data bus and the PLO

unit must be maintained.

The solution to this accessibility problem was to make the 256-bit port

used by the P10 data bus interface accessible also to external users.  The

PlO data bus interface would either be incorporated in the data distribution

channel to external devices or would be placed outside the PLO unit as an ex- 
S

ternal device. The placement is based on the data distribution method chosen.

Data Distribution Methods

The investigation of data distribution methods centered on four parame- 
S

ters:

• 1. Buffered or unbuffered I/O
2. Daisy-chain or fan-out expansion
3. Time-multiplexed or parallel data transmission S

4. Uni-directiona l or bi-directional lines 
S

The unbuffered i/O was chosen because it provides block data transfers

that are at least twice as fast as those provided by a buffe red I/o. This is 
S

3
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the result of the elimination of one instruction in the typical transfe r prog ram

loop. Buffers exist in the PLO cabinet between the PlO unit and the associa-

tive arrays; thus the inclusion of additional buffers between the PlO unit and

external devices would not ha ve added any flexibility .

The daisy-chain method of expansion was chosen for two reasons. First ,

when each device connecting to the PlO channel is constrained to repeat the

channel, a much larger number of dev ices may be attached to the channel

than if the PLO channel were fanned-out . Second , the amount of initial hard-

ware to implement the expansion method would be much less for the daisy-

chain approach than a fan-out approach. For example, the proposed daisy-

chained expansion method requires 33 new printed circuit (PC ) boards; how-

ever , fanning out the 1024 -bit-wide channel would require approximately 230
S new PC boards.

Time-multiplexed data transmission was chosen because of the large re-

duction of cabling required to connect to the PlO channel. Instead of 256 sig-

nals in each direction , time-multiplexing uses just 32 signals per direction .

This is a great savings in hardware to the external device supplier not only

in the number of wires per cable but also in the number of repeaters he must S

provide for daisy chaining . Anothe r advantage of the time-multiplexed method

is that it allows the PLO data bus interface to be included within the PLO unit.

This reduces the amount of hardware needed to implement the expansion phi-

S 
losophy. S

Simultaneous reading and writing of the same device or array across the S

PlO channel is not permitted by the P10 control unit. Therefore, bi-direc-

tional data lines can be used. This would again reduce the amount of cabling
S required by a PlO channel user.

In summary, the recommended expansion method is the 32-bit time - 
S

multiplexed , bi-directional, unbuffered , daisy-chain design.

P10 Channel Control

The investigation developed methods by which data transfer to external

PlO users are controlled. Existing control of PLO data transfers is designed

to manipulate associative arrays. This control is not applicable to a spec ial

peripheral attached to the PLO for two reasons. First, the arrays are
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S asynchronous devices; i. e., there is no handshaking between the array s and
S the controller. Second , the re are far too many address lines, those intended

to select associative memory words and those for flip constants.

S The lack of handshaking capability prevents an external device from de-
lay ing the next tran sfer. The recommended control path includes (1) a single

handshaking path , (2) a direction of transfer line , (3) four enable bits specif y-

S 
ing the active PLO port/ports , and (4) the output of a 16-bit general purpose

S 
control register. The control port also includes two clock lines used to syn-
chron ize the transfe r of 32-bit byte s of data.

PlO EXPANSION DESIGN

The logic de sign for three new printed circuit boards was perfo rmed as
S part of the final phase of the development of a PLO expansion philosophy. The 

S

first  board would handle the control interface between the PLO control unit

and external users of the PLO channel . The second board would multiplex
three 256-bit ports into three 32-bit I/O channels. The third board would 

S

S pe rform the same function as the second and also provide the interface to
S the PLO data bus.

Only one control type PC board would be used per system, 24 standard 
S

multiplexer boards would be required , and 8 multiplexer and data bus inter-
face boards would be needed per system. This total of 33 boards compares
favorable with the 38-board slots currently available in the RADC STARAN.

5/6
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SECTION I S

S INTRODUCTIO N

1 . 1 OBJECTIVE

The ob ject ive  of thi s  e f fo r t  has been to develop a comprehensive philoso-
S phy of input/output ( I/O) for the STARAN * associative processor  at Rome Ai r

Development Center (RADC), N .Y .  This has included ( 1 )  the specification of

exis t ing in ter face  channels and (2 )  the desi gn and specification of a parallel

I/o (PLO ) capability compatible with the overall design philosophy of STA RAN.

1 .2 BACKGROUND

S 
RADC acquired a STARA N parallel  processing computer in March 1973.

S 

Initially, this computer was envisioned as a self-contained system. Subse-

quently, RADC decided that STA RAN could be best uti l ized as part of an over-

all computational facility . At the same time, the concept of a reconfigurable

S computer system facility was developed at R.ADC, and its implementation was

started. This facility is to be used to develop techniques for the evaluation of

var ious  advanced computer a rchi tec tures  as they relate to specific Air Force

problems. STARAN will become a vital part of this facility.

As the use of STARA N expanded at RADC , the need fo r addi tional paral-
lel , computational support became evident. For this purpose , a hardware

data manipulator and a mass memory are being developed by RADC . The
addition of these devices makes it evident that the i/o capab ility of STARA N ,

S 

as delivered to RADC , is inadequate to meet the new overall system require-

ments .

RADC desires that the most efficient use be made of the STARAN I/O
ports .  The f ir s t  step in accomplishing this is to fully specif y the operational

c h a r a c t e r i s t i c s  of the current  STAR.A N i/o ports. This allows the most effi-

• cient, standard interface connections possible to STARAN. Following this,

the design and subsequent specification of a PLO interface has been performed

- to allo’.v maximum data t r ans fe r  rates between STARA N ar rays  and various

hi gh bandwidth peri phe ral devices being developed at RADC.

*TM Good year Aerospace Corporation , Akron , Ohio.
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SECTION II

EXISTING I/o PORTS

2. 1  GENERAL

Three i/o channels currently exist in the STARA N associative processor
(AP) located at RADC:

1. Buffered input/output (BIO)

2. Direct memory access (DMA )

3. External function (EXF)

2.2 BUFFERED INPUT/OUTPUT (BIO) CHANNEL

The BIO channel is a 32-bit-wide, bi-directional I/O port on the STARA N
computer. This port allows an external device to access all the STARAN con-
trol memory except for the high-speed page memories. The BlO channel is
a daisy-chained I/O channel. Each device utilizing the BIO channel should
take the signals for its own use and also repeat them for the next user.

The interface specification for BLO include s a complete description of
the operation and the connecting techniques of the channel. Also covered in
the BlO specification are descriptions of (1 )  all logic signals and lines;

(2)  all timing information; (3)  log ic levels , drive , and loading requirements;
(4) cable type and length restr ict ions;  and (5) the channel action for various
illegal conditions.

Each device currently connected to the STARA N BIO channel at RADC
uses a set of standard channel interface boards. This assure s that an unused

port connection is available for external users.  Thu s the location and pin-
outs of all BlO signals can be readily specified.

2. 3 DIRECT ME MORY ACCESS (DMA) CHANNEL

The DMA channel is a 32-bit-wide , two-directional i/o port on the
S STA RAN computer. This port allows STARAN to access external device as

an integral part of its control memory structure. The DMA channel is under
S STARAN control , with STARA N initiating the t ransfer  of e ithe r data or corn-

mand words over the channel. A device placed on the DMA channel is re-
quired to recognize its spec if ically assigned addresse s and respond properly

15
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to the handshake signals within a defined period of t ime. The DMA channel
is a daisy-chained i/o channel. Each device utilizing the DMA channel
should take the signals for its own use and also repeat them for the next user.

As with BIO channel, the DMA interface specification includes complete
descriptions of the DMA channel operation, DMA signals and lines, and ban-
du ng of error conditions. The DMA I/o specification also contains all tim-
ing information, logic levels, drive and loading requirements, and cable type 

S

and length restrictions.

Currently there is no unused DMA port in the STAR.AN at RADC. The
Honeywell Information System (HIS) 6180 interface does not use the standard

DMA daisy-chain boards to access the channel. Thus, additional hardware
will have to be installed to allow external users to connect to DMA. Because
of space limitations at the HIS 6180 inte rface , it is desirable to interrupt the

DMA daisy chain nearer to its source. There , a set of standard interface PC
S boards would be installed to split the DMA channel into the existing daisy

chain and a port available for expansion.

Figure IA show s the DMA channel as it currently exists at RADC, and
Figure l B shows the proposed change to the daisy chain to allow for expan-
sion. This expansion would involve the addition of components in the ST.A RA N
A? control cabine t; namely, a DMA interface (four PC boa rds), a differential
driver /receive r (tw o PC boards), backpariel wiring, and one cable . The ex-
pansion would allow external devices to connect to the DMA channel. The lo-
cation of DMA signals were specified at the spare port of the proposed inter-
face boards.

2.4 EXTERNA L FUNCTION (EXF) CHA NNEL

2.4.1 General

Figure ZA shows the current STARAN EXF channel as it currently exists
at RADC. Figures ZB and ZC show two expansion methods that have been de-

veloped by Goodyear Aerospace.

2.4. 2 Current EXF Channel (Figure 2A) S

The current EXF channel enables the AP control, sequential controller, or . S

external devices to control STARAN operation. The EXF logic facilitates

16
h
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coordination among the different  STARA N elements, provide s for special
functions, and simplifies housekeeping, maintenance, and test functions .
By issuing external function codes to the EXF log ic , an EXF issuing device

S can interrogate and control the status of any EXF element .

The EXF channel can be thoug ht of as three separate channels. The
S f i r s t  channel (receive ‘channel) is similar to the DMA in tha t an external de-

S vice is controlled by STA RAN. In this EXF-receive channel , a device is
addressed by the 19-bit E XF  code , and changes its state, and returns one bit

S of status according to the EXF code .

The second EXF channel (issue channel) is similar to the BIO. Here the
external device issues the EXF code, which may control a STARA N element.
This EXF issue channel allows the user to interrogate and/or change the state
of any EXF receiver.

The third EXF channel (hard-wired channel) is a simplified version of
• the EXF issue channel. The external device drive s a single line (function

S 

present) to a board in STAR.A N, where a sing le 19-bit EXF code is contained
S in a wire jumper plug. The EXF channel user then receive s the function

S acknowled ge and sense for that code. The channel is useful if an external
device needs to issue a single EXF; for instance , an interrupt to STARAN.

2.4. 3 EXF Expansion, Method 1 (Figure ZB)

S The current  EXF channel is not readily accessible to external users.  S

There is no point in the RADC STARA N where a cable can be attached to con -
nect a user to the EXF channel. EXF expansion Method 1 would provide such 

S

a cable port. One standard diffe rential line drive and receiver card would
ha ve to be added , and the CIOU backpanel would have to be changed to provide
the cable port. Thi s would contain both the EXF issue and EXF receive chan-
nels; the exte rnal user would then be constrained to daisy-chain both channels.

Providing access to the simp lified EXF issue channel would require an- S

othe r differential drive r/receiver card and more backpanel changes. The
current simp lified EXF issue channel handles only eight additional codes.

2 .4 . 4  EXF Expansion, Method 2 (Figure ZC)

Goodyear Aerospace has also developed a preliminary design for expand-
able EXF channels that is consistent with the overall STARA N philosophy.

18
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This design , identified as expansion Method 2, creates four new PC boards:

1. The f i r s t  board provides the daisy-chain function for
the EXF issue cha nnel.

2. The second board daisy-chains the EXF receive chan-
S nel.
5 3. The last two boards handle the jumper -wi red  EXF code

channel. One of these boards accepts 12 sets of con-
trol lines f rom external  users ;  it resolves any conflicts 

S

between the twelve use r s  and selects the corresponding
S E X F  code . The othe~ board f o r  the EXF code channel

accepts six wi re-jumpe r plugs for the EXF codes.

Thi s ph ilosophy provides  for min imum hardware  within an external EXF
user .  A device need only c ‘nnect to the par t icular  channel in which the user
is interested.

S Implementation ~f Method 2 would require  the installation of at least three
PC boards into the STARA N AP control cabinet .  Two more boards would be S
needed to implement the simp lified EXF issue channel. This expansion would
interrupt  the EXF channel near its source. Thus , the slew and delay in the
channel would be minimized ove r a connection at the end of the EXF devices
within CIOU cabinet.

The operating characteristics of the EXF channel are independent of the
expansion method. Thus, the complete description of the channel operation
and signals has been included in the interface specification.  Also covered in
the EXF I/o specif icat ion are  ( 1)  all t iming information , (2 )  logic levels ,
drive and receive requirements , (3)  cable type and length res t r ic t ions , and S

(4)  a descr i ption of the channel action for var ious- i l legal  conditions. The
location of EXF si gnals and a complete descr i ption of each expansion method
are cove red by the interface specification.

21/ 22
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SECTION UI

STUDY OF PlO EXPANSION

3.1 BACKGROUND

GAC has developed an i/o philosophy that provides a flexible, cost-

effective method of interfacing various devices with the RADC STARA N PlO

unit.

The STARA N PlO unit presently has eight P10 ports. Ports 0 through 3

are buffered ports and are tied to arrays  0 through 3, respectively. Port 7

is tied to the 32-bit P10 control data bus via a fan-in fan-out network. Ports 
S

4 and S are wired for PlO buffe r cards but are now unpopulated. Port 6 has

been left unwired for the potential use of an external device , such as a paral-

id head disk system. At present , three PlO ports are available wher e ex-
ternal equipment could be connected. 

S

RADC wants to interface a 1024-bit wide mass memory, a 64 -bit wide S

data manipulator , and possibly othe r peripheral devices ont o the PlO port

structure. The addition of these devices would require more PlO ports than

are now available . A PlO port expan sion philosophy has been developed for

the RADC STARA N facility. This philosophy provides for: S

1. Capability of 1024-bit wide data paths to the PLO struc-

ture
2. Various methods of data distribution to external de-

vices
3. Capability of synchronizing data t ransfe rs  from the

PlO structure

3.2 CAPABILITY OF 1024-BIT WIDE PATH 
S

The f i r s t  area covered by the PlO expansion investigation was how to

make a 1024-bit-wide data path accessible to PlO. There are two restric-  S

tions on any solution to this problem: ( 1)  a physical maximum of 38 card S

slots are available for this 1024-bit channel; (2)  an inte rface between the

32 -bit PlO data bus and the PLO unit must be maintained. The solution to

this accessibility problem is to make the 256-bit port used by the PlO data

bus interface accessible also to external devices.

23
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The present method of implementing a PlO port uses 10 PC boards.
Since incorporating four 256-bit ports by this method would require two more

card slots than are available , some redesign must be done . By retaining the
uni-directional, differential driver/receive r technology , the port buffe r cards

could be desi gned so that a port would be comprised of nine boards. This

method would solve the card count restriction; howeve r , the 32-bit PlO data

bus interface would have to be placed outside the PLO cabinet . Various othe r

data distribution methods would allow the PlO data bus interface to be in-

cluded within the port 7 channel , and thu s reduce the cost of implementation.

3.3 DATA DISTRIBUTION METHODS

3. 3. 1 General

The second item of the PlO expansion investigation covered various meth-

ods of data distribution to external devices. The four parameters of the dis-

tribution systems are:

1. Buffered or unbuffered I/O
2. Daisy-chain or fan-out expansion

3. Time-multi plexed or parallel -data transmission

4. Uni-directional or bi-directional lines.

3. 3. 2 Buffered-vs-Unbu ffered I/O

Unbuffered ports were chosen because their block data transfe r rate s are

half those for buffered ports. This is a result of the change from a two PlO

instruction loop to a single instruction loop for data t ransfer  control. In the

following discussion , a typical software loop for a block transfe r from an

associative array memory to an external device using buffered PlO port is

compared to the loop when the ports are unbuffered.

For the case when the PLO ports are buffered , it is assumed that the f i rs t
S 

256-bit word of data is loaded into the PlO array buffer reg ister and tran s-

fe r red  to the buffer reg ister corresponding to the external device t s port. At

S this point , the loop is entered. The f i rs t  instruction loads the PlO array
S buffe r reg ister from the arr~~~; it also tr iggers the transfe r of data from the

PlO unit to the device. The next instruction is not loaded until the external

device has acknowledged the receipt of the data . Once loaded , the second in-

struction loads the device ’ s PlO buffe r reg iste r from the ar ray  buffe r register.  S

24
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After this instruction completed , the loop is repeated until all data have been

transferred to the external device.

For the unbuffered case , again it is assumed that the initial 256-bit word

is loaded into the PlO array buffer register.  At thi s point , a one-instruction

loop is entered. The instruction loaded into the instruction register is a load

of the array buffe r reg ister from the associative array memory. But prior

to the actual load of the buffe r , the data currently in the buffe r are trans-

ferred to the port used by the external device , and the t ransfer  to the device

is initiated. Once the external device has acknowledged the receipt of these
S data , the load of the array buffe r reg ister take s place and the loop continues.

Thu s, for equal length blocks of data , approximately half the number of in-
S structions have to be fetched and executed if the ports are unbuffered.

The advantage of buffered ports is that array-to-peripheral t ransfers are 
S

identical to a r ray- to-ar ray  t ransfers .  This leads to a generalized software S

package handling all PlO transfers .  Buffe r registers currently exist in the S

array ports between the PLO unit and the associative arrays.  Thu s the inclu-

sion of additional buffers between the PlO unit and the external channels

would not add any flexibility.

3. 3. 3 Daisy-Chain vs Fan-Out Expansion

The proposed PLO philosophy uses the daisy-chain method of expansion

(see Figure 3A). This method is attractive because of its nearly unlimited

expansion capabilities. Whe n each device connecting to the PlO channel is

constrained to repeat the channel , a much larger number of devices may be

attached to the PlO channel than if the fan-out expansion method was em-

ployed. Another advantage of the daisy-cha in method is that it greatly re-

duces the amount of hardware required for implementation, as compared

with the fan-out approach.

The fan-out expansion method (see Figure 3B) takes each of the four PlO

ports desi gnated for external use and reproduces them a fixed number of times.

The fan-out approach reduces the peripheral supplie r ’s hardware by eliminat-

ing the channel repeaters.  Anothe r advantage of thi s method is tha t the propa-

r gation delay between the external devices and the PlO ports is independent of 
•
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Figure 3. PlO Expansion Methods
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the position of the device within the expansion system. The fan-out expan-

sion metho d shown in Figure 3B uses a fan-out level of four.

The daisy chain method was selected pr imarily because of its low cost

of implementation, expandability , and simplified control requirements.  The

proposed method requires 33 new PC boards , while the fan-out approach

would use approximately 230 new boards.

3. 3.4 T ime-Multiplexed VS parallel-Data Transmission

The advantages of parallel data transmission ove r t ime-multiplexing are

threefold. First , the control log ic is simplified; i. e . ,  there is no need for

byte clock gene ration and checking. Second , port hardware and interface hard-

S ware are s implified by the elimination of packing/unpacking circuitry.  Third ,

lowe r data transfer rates are required.

However , parallel data transmission requires eight times the numbe r of

cable wires and at least four times the numbe r of PC boards to daisy-chain

S 
the channe l , as compared with time-multiplexing. A furthe r advantage of

S 
t ime-mult iplexed data transmission is that the PLO data bus interface can be

included within the PLO unit . This reduces the amount of har dware needed

to implement the expansion philosophy. The time -multiplexed approach was

S chosen because the reduction in hardware and costs far outweig
h the minor

simplification in logic des ign.

3. 3. 5 tJni-Directional vs Bi-Directional Lines

The PlO control unit does not have the capability to simultaneously 
read

and write the same device or a r ray .  For this reason , uni-directiona-l lines

are not needed to t ransmit  data for each direction. A bi-directional line

S 
t ransfers  a data bit in either direction but not simultaneously. The use of

bi-directional data line s reduces the amount of cabling required by a PlO chan-

nel user .  The impact of thi s type of data line s is a minimal increase in the

complexity of the peripheral’ s control log ic.

Thu s, the proposed PlO data-distr ibution expansion method is the 32-bit

time -multiplexed , bi -directional, unbuffered , daisy-chain design. Fi gure 4

illustrates this expansion method.
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Figure 4. PlO Expansion Philosophy

3.4 PlO CHANNEL CONTROL

The third area investigated in the PLO expansion study wa s the capab il ity
of synchronizing data t rans fe r s  from the PLO structure . The existing control
of PlO data transfers is designed to manipulate the associative arrays. There

S axe two reasons why this array control philosophy is not adaptable to control
of p10 to external device transfers. First, there is no handshaking between

S the arrays and the controller; in the case of an external device, no handshak-

ing capabilities bar the device from acknowledging the receipt of data. Sec-

ond , there is an excessive number of address lines in the array control

channel - those addressing the associative memory plus those controlling
the fli p network. Since these address lines are not readily programmed, S

their use as selection lines and general purpose control lines is minimal.

The proposed PLO control channel is one 25-line cable tha t includes the
handshaking signals, the direction of transfer line, and four enable bits spe-

cifying which PlO ports are transferring. Also included are 16 bits of a

28
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general purpose reg ister and the clock lines used to synchronize the transfer

of bytes of data . The driver of data is responsible for sending a pulse on the
S clock line with each byte . The receiv r uses that pulse as a signal that data

S 
are available .

3.5 ADDITIONAL PARAMETERS OF PlO EXPANSION STUDY

Transfer  rates were used in the choice between various PlO expansion

approaches. As mentioned previously, these t ransfer  rates are related to

the number of instructions executed. A smaller number of instructions
S means lower transfer rates. Since the expansion approach recommended

S 
minimizes the transfer rate , it also minimizes the amount of software re-

quired to control the tran sfer.  This minimization of programming is impor-

tant since the instructions must be stored in the PLO control memory, which

has limited storage.

The PlO control memory is currently a 512-word memory. Depending

on the number of external devices on the PlO channel that are active during

a program, this memory may not be of sufficient size. For example , the

standard subroutine package that handle inter-array transfers  via the PLO

uses 115 words of the PlO control memory. The subroutine package for the S

parallel head disc , which is attached via an unbuffered port to the PLO at ETL ,

uses 212 words. This leave s 184 words available for another device driver

or user programs. Thus if more than two devices are to be active during

execution of a problem, their device drivers may have to be overlays. The
S 

least costly method to expand the P10 control memory would be to replace

the storage boards with the newer ECL memory boards. These new boards

would extend the memory from 512 words to 4096 words.

The recommended approach for expansion of the PlO channel is not com-
patible with the newly developed STARAN serie s E. The decision to waive

compatibility was based on the complexity of the hardware required to modif y

the existing CIOU.

The STARAN E model provides a highly flexible I/O system. This
S 

- STAR.A N E can support simultaneous bi-directional data t ransfers  and can

be eithe r the initiator or receiver of the t ransfer .  This allows the I/O de-

vice to init iate t ransfers by supplying array number , start address, and
— 5 
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S word count . The CIOU system at RADC is designed for the uni-directional
S transfe r of data , with the CIOU being the transfe r initiator or supervisor.

To provide CIOU compatibility of the RADC system with the STARA N ~ 
S

series would require extensive modification of the CIOU hardware . Making
these modifications would needlessly increase hardware cost and volume.

3.6 SUMMARY OF PlO EXPANSION STUDY
S 

The hardware required and the costs involved in the implementation of -

the PlO expansion methods studied were deciding factors in the choice of the
recommended approach. Table I compares the hardware required for these

expansion methods and also shows the cost factors. In the table , each expan-
sion method is identified according to the data-distribution option used, and
includes the hardware required for data distribution as well as for a 1024-bit-

- wide data path and cont rol logic.
- 

The cost factors in Table I are normalized numbers in which the recom-
mended PLO expansion method is used as a reference. Thi s recommended
method, shown in the first  column of the table , uses a 32-bit multiplexed, bi-

S 
di rectional, unbuffered, dai sy-chain data-distribution design.

1~
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SECTION IV

S DESIGN OF PlO EXPANSION

4.1  GENERA L

Under this contract, Goodyear Aerospace has completed a detailed log ic

design of the recommended PlO expansion method. Three PC board types are

required to implement the design: (1) the port multiplexer for use in PLO
ports 4, 5, and 6; (2)  the port 7 multiplexe r , which contains the PlO data bus

S 

interface; and (3) the PlO port expansion control board. GAC has also pro-

vided a detailed specification of the inter face expansion method. This I/o
S 

specification covers the operation of the channel, signal descriptions , log ic

levels including drive and loading requirements, cable type and length re-

strictions, and preliminary timing diagrams. Since no hardware was pro-

duced under this contract , the exact signals locations could not be specified.

4 .2  LOGIC DESIGN

4 . 2 . 1  General

The port multiplexer board and the port 7 multiplexe r board are nearly
identical. The only difference is the inclusion of the 32-bit PlO data bus in-
terface on the port 7 multiplexer. The major components of these boards

are an 8-bit shift register and a 1-of-8 data selector. These elements han-

dle the packing/unpacking of the 256-bit AP words. Shift reg isters are used
rathe r than data distributors because of the reduction in the number of re-

quired control lines. Each PlO port is comprised of ei ght of the correspond-

ing type boards. Thus each board contains 32 bits of the 256-bit-wide path

and 4 bits of the 32-bit-wide paths.

Schematic diagrams for the PlO port multiplexer board , the PlO port 7
multi plexer board , and the PLO port expansion control board are shown in
Appendix A.

The PLO port expansion control board serve s a dual function. It controls

the PLO port multiplexers and PLO channel t r ans fe r s , and it is also the cable
connection point for the PLO control channel. The PLO port expansion control
board can b-- analyzed from the stand point of its three sections: ( 1)  16-bit

33
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general purpose PlO control register . (2) handshaking logic, and (3) multi-

plexing logic.

4.2 .2  Sixteen-Bit General Purpose PLO Cont rol Register (PIOC R)

The 16-bit general purpose PIOCR was incorporated to be used for de-
S S vice selection or command and status . The PIOCR replaces the PLO inter-

rupt mask register in the PLO data bus. The PlO interrupt mask registe r

can be eliminated because the PLO control module is not interruptable and the

register is elsewhere unused.

The advantage of connecting the PIOCR to the PLO data bus is that the

PLO control module can access it as one of its standard registers. However .

S 
because the PIOCR replaces the PLO interrupt mask, the PIOCR cannot be
stored directly into STARAN control memory. If this operation is attempted.
a SWAP PSW instruction will be performed. This instruction will store both
the PlO program counter and the PIOCR at the address specif ied within the
instruction and load both from that address plus one. Therefore , to store

the PIOCR into memory, it must first be loaded into intermediate register,

and then that register must be stored into memory.

The three least significant bits of the PIOCR are used as error flags set

by various illegal conditions on the PLO channel. The least significant bit is
set when an external device returns its handshake signal before the PlO has
sent the last byte of data . The next to least significant bit is set when an ex-
ternal device returns its handshake signal before it has sent the eighth byte of

data to the PLO. The third error bit is set when no handshaking signal is re-

turned within 20 milliseconds.

4.2. 3 Handshaking Logic

The second section of the PLO port expansion control board handles the

-~~ handshaking processes. The PLO port expansion control board receives in—
formation from the instruction register and parts of the instruction execution

control logic. When this information signifies tha t activity is to take place on 
S

the PLO channel to external users, the PlO port expansion control board S

issues a handshaking signal, CONTINUE OUT. Along with this signal, the

cont rol board sends a direction of transfer line and four enable line s indicat-

ing which PLO ports are selected to participate in the tranifer. After all

34
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eight bytes of data have been transferred, the external device raises itsS 
hand shake line , CONTINUE IN. Upon receipt of CONTINUE IN, the control
board lowers CONT INUE OUT and allows PlO instruction execution to con-
tinue. In the case when data are being received by the PlO, the receipt of
CONTINUE IN also causes the load of the selected PLO array buffe r reg isters.
When the 20-millisecond time-out expires prior to the receipt of CONTINUE
IN, an error flag is set, and the CONTINUE IN is generated internal to the
PLO port expansion control board so that instruction execution can continue.

4.2.4 Multiplexing Logic

The third section of the PlO port expansion control board contains the
S logic that controls the multiplexing of data. The multiplex control logic in-

cludes the clock generation, receiving, and counting circuitry. Here , de-
5 pendent on the direction of the transfe r , either clock pulses are generated

and sent to the external device , or clock pulses are received f rom the ex-
ter nal device. These clocks tri gger a counter that contains the number of
the particular byte being transferred. Thi s counter is also used in the check
procedure. If the CONTINUE IN line should be received before all eight bytes

S have been transferred, an error bit w ill be set.

After completion of this logic des ign effort , a preliminary timing analy-
sis was performed. Minimal delays within the external device were assumed.

The results of this analysis are as follows:

1. For a transfer from the STARAN to an external device,

the cycle time will be approximately 500 nanoseconds.

2. In the other direction , the cycle time will be about 600
nanoseconds; this is because the data transferred from

the external device must be loaded into the PLO array

buffe r reg ister and then into the array.

4.3 IMPLEMENTATION

To incorporate this PLO expansion method into the STARA N computer at

• RADC would require the purchase of 33 PC boards: 24 PlO port multiplexers,
8 PlO port 7 multiplexers , and 1 PlO port control board. The backpanel wir-

- ing in the custom interface cabinet would have to be changed. Ports 4 , 5
and 7 of the PlO data switch network would have to be rewired to accept the

1* 
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multiplexer boards. Since port 6 is currently unwired, only the connecting
wires would have to be added to incorporate the port 6 channel. Additional
changes to the backpanel wiring would be needed for the P10 channel control S

port. The total of 33 PC boards that would be required compares favorably
with the 38 board slots currently available in the custom interface cabinet at
RADC .

No additional cabling, power supplies or cabinets would be required ,
The implementation is contained within the existing STARAN equipment.

i i
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APPENDIX A

PLO EXPANSION SCHEMATIC DIA GRAMS

Included in Appendix A are the schematic diagrams

for three PC boards that were  desi gned as part  of the

study resulting in a recommended PLO expansion method:

(1 )  PlO port multip lexe r board , ( 2 )  PlO port 7 multip lexer

board , and (3)  PlO port expansion control board.
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